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Proposed Title of the research: 

Cross-modal understanding and generation of Vision and Language content
Keywords: (5)

Multi-modal understanding, visual and textual generation, image captioning, cross-modal retrieval
Research objectives: --(max 10 rows)

The recent advances of two key fields of AI, Computer Vision and NLP, have shown the ability to process and generate textual and visual information in effective ways. While content is increasingly available with mixed modalities (text, images, videos, etc.), the integration of Vision and Language is quickly becoming a fundamental research area, opening new possibilities both at the scientific and the industrial level. The purpose of this research topic is the design, analysis and development of novel and data-intensive algorithms for multi-modal understanding, visual and textual generation and for the integration of multiple modalities in joint embedding spaces, with applications to content understanding, textual generation, and multi-modal retrieval. Following research advances in the field, the candidate will study and develop state-of-the-art image and video captioning algorithms, content generation approaches and image-text matching solutions via shared embedding spaces. The candidate will work inside of the PRIN 2020 CREATE project, in conjunction with the NLP Group at Roma Sapienza, and the Mhug Group at UNITN in multimedia and human understanding.
Proposed research activity -- (max 10 rows)

Research activity will cover the following topics.

1. Design of novel architectures with self-attentive and Transformer-like approaches for the integration of multiple modalities, both in generative and discriminative fashions.
2. Design and development of novel cross-modal processing techniques for textual and visual inputs, to create efficient and reusable representations in shared spaces.
3. Design of cross-modal understanding architectures for textual and visual content for retrieval of digital data.

4. Design and implementation of solutions for training at scale in HPC-like environments.

Research will be carried out with datasets and using HPC facilities with CINECA and NVIDIA, in the context of the NVIDIA AI Technical Centre of Modena. Part of the research will be done during a period of internship in Europe in some research/industrial centres involved in the projects.
Supporting research projects (and Department): Research will be carried out in the AImagelab laboratory (aimagelab.unimore.it) in the Department of Engineering “Enzo Ferrari” with the support of the PRIN 2020 project “CREATIVE: CRoss-modal understanding and gEnerATIon of Visual and tExtual content”. The activities will also be carried out with the support of the NVIDIA AI Technical research Centre of Modena and in connection with the PERSEO and ELSA European projects.
Possible connections with research groups, companies, universities.

Connections will be (many of them are already established)
- University of Trento (prof. Niculae Sebe)

- University of Rome "La Sapienza" (prof. Roberto Navigli)
- NVIDIA (Simon See Hong Kong, Fredric Pairente)

- University of Granada (Natalia Díaz-Rodríguez)

- Partners of the PERSEO and of the ELSA European projects
 (*) optional

(**) optional/to be completed on the second year  
