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Proposed Title of the research: 

Advances in (Self-attentive and semi-supervised) AI Architectures for large scale, explainable Image Retrieval
Keywords: (5)

Self-attentive architectures, Transformer, image retrieval, feature description, large-scale AI, Explainable AI
Research objectives: --(max 10 rows)

While recent research efforts on the development of Deep Learning architectures for image understanding have provided state-of-the-art image and object descriptors, and the scale of web-collected datasets increases, the need of efficient and effective image and cross-modal retrieval solutions increases. Retrieval architectures, indeed, are currently being exploited both for similarity-based search and as external memories to endow Deep Learning architectures with better memorization capabilities. This research topic will take inspiration from these recent trends and develop novel self-attentive architectures for image and cross-modal retrieval in large-scale scenarios. A relevant focus will be devoted to the integration of self- and semi-supervised learning signals, and to endow the developed architectures with explanatory capabilities.  Research will be carried out in collaboration with Leonardo AI Labs, and the candidate will spend at least six months abroad, in a top-level research center. Application scenarios will include industrial environments and defense systems.
Proposed research activity -- (max 10 rows)

Research activity will cover the following topics:
- Study and development of advanced Deep Learning methodologies for encoding and understanding images in large-scale settings, with a particular focus on image retrieval.

- Development of techniques for describing images and scenes in complex, noisy and extreme scenarios. 
- Study of new methodologies and learning techniques to optimize both the effectiveness and the computational efficiency of retrieval systems, with focus on high-speed inference.
- In-depth study of the modern paradigms of interpretability of neural systems, required for a real use in industrial and critical systems as defense systems or in support of police.
Research will be carried out by employing GPU servers supplied by UNIMORE, at AImagelab and by HPC centers. both in Leonardo and CINECA, with the goal of developing new solutions to optimize both the effectiveness and the computational efficiency, from the point of view of high-speed systems in inference.
Supporting research projects (and Department): Research will be carried out in the AImagelab laboratory (aimagelab.unimore.it) in the Department of Engineering “Enzo Ferrari”and in the Leonardo AI Labs. The activities will also be carried out with the support of the NVIDIA AI Technical research Centre of Modena and in connection with the Roadster project (financed by the IFAB Foundation).
Possible connections with research groups, companies, universities.

Connections will be (many of them are already established):
- Leonardo AI labs
- NVIDIA (Simon See Hong Kong, Fredric Pairente)

- University of Parma and University of Bologna, partners of the Roadster regional project
- Partners of the ELSA European project
 (*) optional

(**) optional/to be completed on the second year  
