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Research objectives: --(max 10 rows)

The objective of the research activity is to study and develop Deep Learning methods and algorithms for the automatic understanding of digitized text contained in business documents. This objective is of fundamental importance to accelerate the digital transformation processes at national level both in companies and in the public administration. To address the challenges related to this objective, Artificial Intelligence models are currently being developed for the automatic classification, understanding and structuring of information. Contemporary approaches are generally based on combinations of Deep Learning techniques applied to Computer Vision and Natural Language Processing. This research activity intends to investigate the development of state-of-the-art approaches for understanding digitized text: to this aim, few-shot techniques will be investigated and combined with neural information retrieval, self-supervised pre-training and in association with state-of-the-art Transformer-like architectures, also trained on massive datasets collected via web crawling. The research carried out within the PhD program will be characterized by (a) high quality of scientific dissemination, with the publication of research articles in international conferences and journals of high prestige in the field of Computer Vision and Natural Language Processing and (b) high applicability to business processes and high impact on digital transformation processes, with the constant release of tools and models developed during the research activity.
Proposed research activity -- (max 10 rows)

Research activity will cover the following topics:
- Study and development of advanced Deep Learning methodologies for text and document understanding, based on the Transformer architecture and self-attentive operators
- Study of new training strategies based on self-supervised learning and information retrieval, with application to large-scale datasets.
Research will be carried out by employing GPU servers supplied by UNIMORE, at AImagelab and in CINECA, with the goal of developing new solutions to optimize both the effectiveness and the computational efficiency.
Supporting research projects (and Department): Research will be carried out in the AImagelab laboratory (aimagelab.unimore.it) in the Department of Engineering “Enzo Ferrari. The activities will also be carried out with the support of the NVIDIA AI Technical research Centre of Modena and in connection with active research projects in the AImageLab laboratory.
Possible connections with research groups, companies, universities.

Connections will be (many of them are already established):
- Altilia S.p.A.
- NVIDIA (Simon See Hong Kong, Fredric Pairente)

- University of Parma and University of Bologna, partners of the Roadster regional project
- Partners of the ELSA European project
 (*) optional

(**) optional/to be completed on the second year  
