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Proposed Title of the research: Discovering and debiasing prejudice transfer between data annotation and deep learning models
Keywords: (5)

Deep learning, IAT, computational psychology, fair AI, data debiasing
Research objectives: --(max 10 rows)
Current deep learning solutions are facing an exponential growth motivated by the terrific performance of deep algorithms w.r.t. conventional machine learning approaches. Nevertheless, such a growth has risen concerns about the fairness and interpretability of such models that should at least convey decision not influenced by the inner data bias fed during the training of the models. Most importantly, data annotation may hide in itself specific features of the annotator such as prejudicial element towards race, gender and minorities or even stereotypical interpretation of the data content. This effect is amplified in visual content that calls for a cognitive interpretation of the data where the annotator projects its implicit attitude. The aim of the phd program will be to study the capabilities of automatic techniques for discovering potential prejudice in data annotation and in trained models. Generative techniques will be employed to create probe data that may amplify the prejudicial behaviour of the model. Additionally, pooling and activations regularization techniques will be deployed to mitigate this phenomenon achieving a fair unprejudicial algorithm.
Proposed  research activity -- (max 10 rows)

The phd candidate will initially study the literature about data debiasing and fairness with particular emphasis on humen test of prejudice. Subsequently a data colletion campaing will be conducted with the cooperation of psychologists in order to collect data, annotation and prejudice test on real subjects. Technically, novel forms of prejudice test for deep learning models will be designed with the adoption of probe data generated from generative models and the employment of auxiliary network that perform the test on the basis of the original model observation. Eventually, the prejudice may be removed from the models by means of activation regularization, adaptation networks or potential student teacher meta learning that ensure a fair interpretation of the visual content.
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