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Proposed Title of the research: Continual learning techniques applied to lifelong systems
Keywords: (5)
Deep learning, continual learning, memory networks, lifelong learning, AutoML
Research objectives: --(max 10 rows)

The objective of the research is a deep study of continual learning methodology for lifelong deep network system. Among the current problems of deep network one of the most significant is the forgetting that occurs if the training data are streamed to the system without rehearsal mechanisms.  Objective of the research is focus on new optimization techniques that prevent the network to forget past training information through meta optimization algorithm, memory augmentation and generative rehearsal. 
Proposed  research activity -- (max 10 rows)

The candidate will conduct his phD at AImageab Group. First year will related to studycontinual learning literature and non-stochastic gradient based optimization methods. A baseline model will be implemented and tested using both rehearsal approaches and weight consolidation techniques. The second part of the activity will be about designing a joint model that tackle the lifelong learning problem at a higher level of the application stack by integrating generative memory and architecture search paradigms in order to design the model in-the-fly through the continual learning process. The final product of research will be a model that learns and design its structure autonomously during its life. 
Supporting research projects (and Department) 
PRIN PREVUE DIEF
Possible connections with research groups, companies, universities.

NTNU University (Ruocco), University of Bologna (Maltoni), Panasonic Beta Labs USA, Tetrapak Packaging solutions    
 (*) optional

(**) optional/to be completed on the second year  
